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Agenda
• Who are we?
• What technologies for metro-distance backbone?
• Why are we changing?
• How to use 400G-ZR?
• More 400G ethernet
• Conclusion



W W W . F R A N C E I X . N E T 3

FranceIX platforms & interconnections

* map shows service catalog, not actual infrastructure 
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Steadily growing!
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Focus on MPLS backbone
• Mainly dark fibers lit by 

FranceIX
• Historically n*10G to n*100G

capacities provided by 
muxponders or DWDM optics

• Highest capacity links up to 
600G inter-PoPs

• Need for a cost-effective and 
performant optical transport 
solution
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Now and then, OTN muxponders
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Muxponders in their natural environment

Nokia 1830 PSI-M Coriant Groove G30

DFC12 – 12*100G clients & 
2*600G lines

CHM1 – 4*100G clients & 
2*200G CFP2 lines
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• Cost
• Power 

consumption
• Complexity
• Multiple points of 

failure
• Cabling nightmare
• IP hardware is

400G-ready

So why are we stopping muxponders?

$$$

can fail
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• Cost: -43% for the first 400G w/ booster only, up to -53% at 1,2T
• Power consumption:

• Coriant: 2*685W for 1,6Tbps = 1,14W/Gbps
• 400G-ZR: 15W/module, 30W/EDFA, total 180W for 1,6Tbps = 0,11WGbps (90% decrease)

• Complexity: less active components
• Multiple points of failure
• Cabling nightmare ended with standard LC/LC single-mode cables
• IP hardware is 400G-ready – and happy to operate at those speeds

400G in the backbone – 400G-ZR model
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• ZR optics:
• Competition is around the corner
• Compatibility broadens
• TX -8dBm, RX ~-21dBm depending

on OSNR – amplification required

• EDFA amplifier:
• Some homework to do!
• Gain? Saturated output power? 

Channel equalization?

• Regular DWDM mux…
• Better check your mux’s specs
• Channel passband ~75GHz required

400G-ZR, building blocks
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• Most EDFAs have settable gain:
• +0 to +30dB depending on application 

and model
• gain is almost the same on all 

channels

• But they can’t melt your fiber:
• Total combined power usually limited

around +20dBm

EDFA 101, learnt by experience
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• Saturated EDFA is dangerous when
channels drop!

EDFA 101 (cont’d)
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• In Paris metro area between
Interxion PAR5 and Data4 Paris-
Saclay

• About 60km of dark fiber
• OSNR is 36.4dB
• Tx pwer and channel number are 

tunable from CLI
• Rx power irrelevant here

400G-ZR real-world 
deployment



W W W . F R A N C E I X . N E T 14

• 400G-ER8: 40km, 1310nm, price tag -75% compared to muxponder
• 400G-LR4: up to 10km, 1310, price tag -90%

400G-ZR and its friends
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• 400G is more than ready for production
• Your backbone loves it:

• Cheap
• Consumes less power
• Reduces complexity

• Lowers significantly the bar for high-capacities in the backbone: where another technology
was relevant, 400G is better now

• High capacities are also generally cheaper

Conclusions
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