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Motivation

Distributed Denial of Service (DDoS)

• Millions of attacks/day globally @14% 

compound annual growth+

• Peak is 3.5 Tbps [53], average is 1 Gbps [63]

• Frequent problem for network operators

+Cisco Annual Internet Report (2018-2023)
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Can we build a DDoS mitigation system fitting IXPs‘ operational requirements?
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Operational Requirements

Low cost

• no appliances, needs to work with existing hardware

Low maintenance

• no manual definition of rules and triggers, high degree of 
automation

Member-driven

• IXP members define what DDoS is and what they want to filter

Controllable

• limit possible damage of false positives, understand 
performance limitations
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IXP Scrubber: Contributions
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IXP Scrubber: Contributions

ASes mark DDoS traffic 

via BGP (blackholing [36])

Contribution 2: self-learning, 

locally explainable IXP-

scrubber ML-model 

Contribution 3: model drift 

evaluation; up to 2 years of 

data from 5 IXPs

Contribution 1: large 

DDoS training sets from 

blackholing traffic
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Crowdsourced DDoS Labeling with Blackholing

Contribution 1: large DDoS training sets from blackholing traffic
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Crowdsourced DDoS Labeling with Blackholing

• IXP members not accepting 

blackholing routes send unfiltered 

and unwanted traffic [19]

• Correlate BGP and flow data to 

automatically generate DDoS labels

 Training set size is only limited by  

size of BGP/flow data

Contribution 1: large DDoS training sets from blackholing traffic
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Balancing Procedure

• Blackholing flows are highly underrepresented in overall flow data export (<<1%)

• We balance by subsampling non-blackholing flows

• Balancing preserves #IPs and #Flows/IP in blackholing/non-blackholing classes

 Reduces overall raw data by >99%
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~50% ~50%
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Contribution 1: large DDoS training sets from blackholing traffic

Datasets from Five IXPs

ML pipeline design, 

training, performance 

evaluation

train

 ML training set (from BH)

• 685Bn flow records from five IXPs+BGP

 3-24 months of data

 EU and US

 Up to >800 ASes, up to >10 Tbps traffic

• 202M flow records after balancing
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Contribution 1: large DDoS training sets from blackholing traffic

Datasets from Five IXPs

ML pipeline design, 

training, performance 

evaluation

 Self-attack set (SAS)

• Collected with different method

• Flow records from self-attacks

 Dedicated infrastructure

 DDoS-for-hire services [38]

• 702k flow records 

Validate models trained 

on ML training set

(reduces risk of bias)

vali-

date
train

 ML training set (from BH)

• 685Bn flow records from five IXPs+BGP

 3-24 months of data

 EU and US

 Up to >800 ASes, up to >10 Tbps traffic

• 202M flow records after balancing
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Contribution 1: large DDoS training sets from blackholing traffic

Dataset Validation

Self-attack set

ML-training set
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Contribution 1: large DDoS training sets from blackholing traffic

Dataset Validation

Self-attack set

ML-training set

comparable traffic mix
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Contribution 1: large DDoS training sets from blackholing traffic

Dataset Validation

Self-attack set

ML-training setother

Challenge: blackholing 

data is impure; ~15% of 

possibly benign traffic
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ML-Model: Classification Process

Microscopic ML-model (§5.2)

Tag single flows if they are 

likely part of an attack

 solves impurity of 

blackholing data

Macrosopic ML-model (§5.2)

Classify targets into attacked 

(A) / not attacked (B)

 if under attack: drop 

traffic matching tags
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Contribution 2: self-learning, locally explainable IXP-scrubber ML-model 
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Contribution 2: self-learning, locally explainable IXP-scrubber ML-model 

Microscopic Level (flow tagging)
 Goal: identify blackholing prone flow clusters

• Association Rule Mining (ARM): „customers buying milk also bought bread."

• Example: {src_port=389;packet_size=(1400,1500]}  {blackhole}
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Contribution 2: self-learning, locally explainable IXP-scrubber ML-model 

Microscopic Level (flow tagging)
 Goal: identify blackholing prone flow clusters

• Association Rule Mining (ARM): „customers buying milk also bought bread."

• Example: {src_port=389;packet_size=(1400,1500]}  {blackhole}

 Manual curation by experts

• Support with UI and by minimizing possible tags

Study with networking experts 

shows our approach is 

understandable and useful (§5.1).
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Macroscopic Level (per target)
 Goal: classify targeted hosts correctly (attack/no attack)

• Independent of location and locally explainable

Contribution 2: self-learning, locally explainable IXP-scrubber ML-model 
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Macroscopic Level (per target)
 Goal: classify targeted hosts correctly (attack/no attack)

• Independent of location and locally explainable

 Weight of Evidence (WoE) encoding for categoricals [56]

• Likely to appear in blackhole  positive risk score (e.g., reflector IPs, NTP, SSDP)

• Unlikely to appear in blackhole  negative risk score (e.g., 8.8.8.8, HTTP)

Contribution 2: self-learning, locally explainable IXP-scrubber ML-model 

Classifier never sees 

categoricals, 

only WoE risk scores WoE 

Encoding

Classifier
WoE(NTP)

WoE(8.8.8.8)
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General Performance and Retraining

 General performance

• Evaluation of five optimized ML classifiers on all data

• XGBoost [23] has highest overall performance (F1-score > 0.98)

Contribution 3: model drift evaluation with up to 2 years of data from 5 IXPs
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General Performance and Retraining

 General performance

• Evaluation of five optimized ML classifiers on all data

• XGBoost [23] has highest overall performance (F1-score > 0.98)

 Retraining

• Temporal model drift is a problem

• Daily retraining with sliding window

• Window size hardly affects median, but 

reduces outliers

Contribution 3: model drift evaluation with up to 2 years of data from 5 IXPs

sliding window size
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Model Transfer
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Acceptable performance 

only for training and 

evaluation at same IXP.



3636

Model Transfer

WoE 

Enco-

ding A

Classi-

fier A

WoE 

Enco-

ding B

Classi-

fier A

training

IXP A

evaluation

IXP B

Transfer of classifier,

WoE encoding remains 

local

Contribution 3: model drift evaluation with up to 2 years of data from 5 IXPs



3737

Model Transfer

WoE 

Enco-

ding A

Classi-

fier A

WoE 

Enco-

ding B

Classi-

fier A

training

IXP A

evaluation

IXP B

Transfer of classifier,

WoE encoding remains 

local

Contribution 3: model drift evaluation with up to 2 years of data from 5 IXPs

IX
P

 u
s
e
d
 f
o
r 

tr
a
in

in
g

IXP used for evaluation

Each IXP sees different DDoS vectors and attacking systems (see §6.4)

 WoEs differ geographically and encapsulate local knowledge
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Operational Requirements

Low cost

• no appliances, needs to work with existing hardware

Low maintenance

• no manual definition of rules and triggers, high degree of 
automation

Member-driven

• IXP members define what DDoS is and what they want to filter

Controllable

• limit possible damage of false positives, understand 
performance limitations

✓

✓

✓

✓
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Want to know more??

Download

Paper was published at ACM SIGCOMM’22; 

available for download from DE-CIX

https://www.de-cix.net/_Resources/Persistent/1/c/4/0/1c4002e2ed4dd64d0743d9544627bf34ef3591ea/sigcomm22-final836.pdf
https://www.de-cix.net/_Resources/Persistent/1/c/4/0/1c4002e2ed4dd64d0743d9544627bf34ef3591ea/sigcomm22-final836.pdf
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